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#### Abstract

The estimation of the parameters is one of an important issues in the mathematical statistics. The development of estimation methods requires accurate estimation and finds the best estimator for parameters.

The aim of this research is to build a regression model. A dependent variable has a truncated tdistribution for this model.

It was depended to the method of maximum likelihood for finding the parameters of the model, the parameters $\beta$ and $\sigma^{2}$ were estimated when they were unknown, the approximation of the cumulative function of the truncated t-distribution from two sides is used to represent the function of the dependent variable.

It was concluded that the value $\beta$ is equal $\beta_{\text {ols }}$ plus a certain amount, this amount is equal zero when the values of the truncated points $a, b$ are equal in value and different in sign. As a practical application, simulation was used in data generation by using the program (Matlab 2020a), the value of $\beta$ was estimated, The comparison was between maximum likelihood method and according to the formula that we reached with its estimated value according to the least squares method based on the mean square errors, where its value according to the maximum likelihood method was less than its value according to the method of least squares, which indicates the advantage of the first method over the second.
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## Introduction

The truncated distributions appeared in several areas of application and largely in the industrial context. The final product is put under test before sending it to the customer. This test includes whether the product's performance falls within certain limits (tolerance). The product is judged by its quality and sent to the customer; otherwise, this product will be rejected and returned to production. In this case, the nature of the distribution to the customer is a truncated distribution [1]. The truncated distributions are very important and have wide uses in statistics [2].
The truncation process affects the properties of the probability density function of the random variable $Y$, as the probability of the random variables space after truncation will be less than one, and this requires finding a new probability distribution, moments, measures, and estimating the parameters and characteristics of the new distribution without need to resort to the original distribution of the random variable [3]. Intuitively, the general form of the truncated distribution is by dividing the probability density function by the cumulative function of the distribution at certain truncation points, so we will only address the method of estimating the truncated $t$-distribution, which is maximum likelihood estimation. [4] mentioned that the first results of the truncated distributions that developed later depended mainly on the multivariate for the standard normal
distribution, and there were two main results presented in the years 1953 and 1961.Thus, the use of estimation for truncated regression models has increased, and these models are related to truncated distributions, whether they are truncated on one side or on two sides, and the estimation methods depended on estimation using the Bayesian method or maximum likelihood method [5].

## Materials and Methods:

## Mixed Model

The mixed distribution is called (compound distribution).It is doubling or aggregation of non-heterogeneous components of statistical distributions, which occurs when a sample is drawn from non-heterogeneous populations with different or similar probability functions with different parameters for each partial population and requires statistical tests to be conducted to find out the extent of the distribution Mixed belongs to the same family or not, rather than the singular distribution. Mixed distributions arise when the population is non-heterogeneous [6].

Since the $t$-distribution is the division of the normal distribution by the chi-square distribution with $n$ degrees of freedom [7],but this method is complex to reach at the $t$-distribution function, so the $t$-distribution can be expressed as a mixed distribution of the normal distribution and the inverse gamma distribution, and this leads to a thicker tail than the tail of the normal distribution [8]. This formula is used in statistical modeling of the $t$-distribution in conventional statistics and Bayesian statistics [9].

## Truncated t Regression Model

The classic linear regression model is as in the following equation:
$\mathrm{y}_{\mathrm{i}}^{*}=\beta x_{i}^{*}+\varepsilon_{i}$
whereas:
$x_{i}^{*}$ :represents the independent variable that is not truncated.
$\beta$ : the parameters of the model.
$\varepsilon_{\mathrm{i}}$ : model error, the t -distribution has a mean of zero and a specific variance $\varepsilon_{\mathrm{i}} \sim \mathrm{t}\left(0, \sigma^{2}, \mathrm{v}\right)$ and is independent of $x_{i}^{*}$.
$y_{i}^{*}$ : the dependent variable is untruncated, and the $t$-distribution is distributed with a specific mean, variance, and degree of freedom $u$, as follows:
$\mathrm{y}_{\mathrm{i}}^{*} \mid x_{i}^{*} \sim t\left(\beta x_{i}^{*}, \sigma^{2}, v\right)$
As for the non-truncated regression model, it can be defined first as the model in which the sample observations of the dependent variable are missing at certain points, offset by the loss of the sample's observations of the independent variables at the same point [10].

If the truncation is from two sides at the values $(a, b)$, the probability density function for the variable $y$ is as follows:
$f\left(y \mid x, \beta, \sigma^{2}\right)=\frac{f\left(\frac{y-x \beta}{\sigma}\right)}{F\left(\frac{a-x \beta}{\sigma}\right)-F\left(\frac{b-x \beta}{\sigma}\right)}$
The numerator in equation (2) represents the probability density function of the variable $y$ and its value is between two values $(a, b)$, and the denominator represents the cumulative distribution at the truncating points a and b .

Since the dependent variable y represents a conditional mixed distribution with a second variable, the probability density function is as follows:
$f\left(y \mid \tau, x, \beta, \sigma^{2} ;(a, b)\right)=\frac{t\left(y \mid \tau, x, \beta, \sigma^{2}, v\right)}{\int_{a}^{b} t\left(y \mid \tau, x, \beta, \sigma^{2}, v\right)}$

$$
\begin{equation*}
=\frac{\int_{0}^{\infty} \frac{1}{\sqrt{2 \pi \sigma \tau}} e^{-\frac{\sum(y-\chi \beta)^{2}}{2 \sigma^{2} \tau} g(\tau) d \tau}}{\int_{a}^{b} \int_{0}^{\infty} \frac{1}{\sqrt{2 \pi \sigma \tau}} e^{-\frac{\Sigma(y-\chi \beta)^{2}}{2 \sigma^{2} \tau}} g(\tau) d \tau d y} \quad a<y<b \tag{3}
\end{equation*}
$$

## Methods

## Maximum likelihood estimations for the parameters of the truncated $\mathbf{t}$ regression model.

The estimating parameters is one of an important issues that have attracted the attention of researchers and those interested in mathematical statistics, because of the development of estimation methods, this requires accuracy in estimation and finding the best estimator for these parameters [11]. [12] mentioned that Cohen was the first to use a function The greatest possibility in estimating the parameters of the truncated distribution from one side and from two sides, where [13] presented in his research the problem of estimating the mean and variance of the truncated normal distribution with giving numerical examples as a practical application of his findings. Here, the maximum likelihood method will be used to find the parameters of the truncated t-regression model, and this method has certain advantages represented by consistency and efficiency [2].
The truncated t-regression model has a maximum likelihood function as follows[14]:
$\ln L=\ln \left(\frac{1}{\sqrt{2 \pi \sigma \tau}} e^{-\frac{\Sigma(y-x \beta)^{2}}{2 \sigma^{2} \tau}} g(\tau)\right)-\ln \left(F\left(\frac{b-x \beta}{\sigma}\right)-F\left(\frac{a-x \beta}{\sigma}\right)\right)$
whereas[15]:
$F\left(\frac{b-x \beta}{\sigma}\right)-F\left(\frac{a-x \beta}{\sigma}\right)=\frac{c_{1}}{\sigma}+\frac{c_{2}\left(a-x_{i} \beta\right)\left(b-x_{i} \beta\right)}{\sigma^{2}}$
$g(\tau)$ : Represents the inverse gama distribution.
From (4) it can be obtained the estimate of the parameters $\beta$ and $\sigma^{2}$.

## Estimation of $\boldsymbol{\beta}$ and $\boldsymbol{\sigma}^{\mathbf{2}}$ when they are unknown:

From the following equation:
$L=\frac{1}{(2 \pi)^{n / 2\left(\sigma^{2} \tau\right)^{n / 2}}} e^{-\frac{\sum\left(y_{i}-x_{i} \beta\right)^{2}}{2 \sigma^{2} \tau}}\left(\frac{c_{1}}{\left(\sigma^{2}\right)^{1 / 2}}+\frac{c_{2}\left(a-x_{i} \beta\right)\left(b-x_{i} \beta\right)}{\sigma^{2}}\right)^{-n}$
let $Q$ be as in equation (6):
$Q=\sum\left(y_{i}-x_{i} \beta\right)^{2}$
and:
$h_{i}=\left(a-\beta x_{i}\right)\left(b-\beta x_{i}\right)$
$\ln L=-\frac{n}{2} \ln (2 \pi)-\frac{n}{2} \ln \left(\sigma^{2}\right)-\frac{n}{2} \ln \tau-\frac{\sum Q_{i}}{2 \sigma^{2} \tau}-n \ln \left(\frac{1}{\sigma^{2}}\left(c_{1}\left(\sigma^{2}\right)^{1 / 2}+c_{2} h_{i}\right)\right)$
$\ln L=-\frac{n}{2} \ln (2 \pi)-\frac{n}{2} \ln \left(\sigma^{2}\right)-\frac{n}{2} \ln \tau-\frac{\sum Q_{i}}{2 \sigma^{2} \tau}-\sum_{i=1}^{n} \ln \quad\left(c_{1}\left(\sigma^{2}\right)^{1 / 2}+c_{2} h_{i}\right)+n \ln \sigma^{2}$
$\ln L=-\frac{n}{2} \ln (2 \pi)+\frac{n}{2} \ln \left(\sigma^{2}\right)-\frac{n}{2} \ln \tau-\frac{\sum Q_{i}}{2 \sigma^{2} \tau}-\sum_{i=1}^{n} \ln \left(c_{1}\left(\sigma^{2}\right)^{1 / 2}+c_{2} h_{i}\right)$
Let :
$w\left(\beta, \sigma^{2}\right)=\ln \left(c_{1}\left(\sigma^{2}\right)^{1 / 2}+c_{2} h_{i}\right)$
By using Tyler's series about the point $\sigma^{2}=1, \beta=0$
$w\left(\beta, \sigma^{2}\right)=w(0,1)+\left(\begin{array}{ll}\beta & \sigma^{2}\end{array}\right)^{\prime} \frac{\partial w(\theta)}{\partial \theta}$
Whereas:
$\theta=\beta, \sigma^{2}$
$\therefore \quad w(0,1)=\ln \left(c_{1}(1)+c_{2}(a-0)(b-0)\right)=\ln \left(c_{1}+c_{2} a b\right)$
$\frac{\partial w(\theta)}{\partial \theta}=\binom{\frac{\partial w\left(\beta, \sigma^{2}\right.}{\partial \beta}}{\frac{\partial w\left(\beta, \sigma^{2}\right.}{\partial \sigma^{2}}}$
$\frac{\partial w\left(\beta, \sigma^{2}\right.}{\partial \beta}=\frac{-c_{2}(a+b) x_{i}^{\prime}+2 c_{2} x_{i}^{\prime} x_{i} \beta}{c_{1}\left(\sigma^{2}\right)^{1 / 2}+c_{2} h_{i}}$
Whereas:
$h_{i}=\left(a-\beta x_{i}\right)^{\prime}\left(b-\beta x_{i}\right)=a b-a \beta x_{i}-b \beta x_{i}^{\prime}+x_{i}^{\prime} \beta^{\prime} \beta x_{i}$
$\frac{\partial w\left(\beta, \sigma^{2}\right)}{\partial \sigma^{2}}=\frac{c_{1}}{2\left(\sigma^{2}\right)^{1 / 2}\left(c_{1}\left(\sigma^{2}\right)^{1 / 2}+c_{2} h_{i}\right)}$
$\frac{\partial w(\theta)}{\partial \theta}=\binom{\frac{-c_{2}(a+b) x_{i}^{\prime}+2 c_{2} x_{i}^{\prime} x_{i} \beta}{c_{1}\left(\sigma^{2}\right)^{1 / 2}+c_{2} h_{i}}}{\frac{c_{1}}{2\left(\sigma^{2}\right)^{1 / 2}\left(c_{1}\left(\sigma^{2}\right)^{1 / 2}+c_{2} h_{i}\right)}}_{\substack{\beta=0 \\ \sigma^{2}=1}}$
$\frac{\partial w(\theta)}{\partial \theta}=\binom{\frac{-c_{2}(a+b) x_{i}^{\prime}}{c_{1}+a b c_{2}}}{\frac{c_{1}}{2\left(c_{1}+a b c_{2}\right)}}$
Tyler's series becomes to $w(\theta)$ as follows:
$w(\theta)=\ln \left(c_{1}+a b c_{2}\right)+\left(\beta^{\prime} \quad \sigma^{2}\right)\binom{\frac{-c_{2}(a+b) x_{i}^{\prime}}{c_{1}+a b c_{2}}}{\frac{c_{1}}{2\left(c_{1}+a b c_{2}\right)}}_{\substack{\beta=0 \\ \sigma^{2}}}$
$=\ln \left(c_{1}+a b c_{2}\right)-\beta^{\prime} \frac{c_{2}(a+b) x_{i}^{\prime}}{f}+\frac{c_{1}}{f} \sigma^{2}$
Whereas:
$f=c_{1}+a b c_{2}$
$\therefore w(\theta)=\ln f-\frac{c_{2}(a+b)}{f} \beta^{\prime} x_{i}^{\prime}+\frac{c_{1}}{2 f} \sigma^{2}$
Substituting equation (17) into equation (8) we get:
$\ln L \left\lvert\, \tau=-\frac{n}{2} \ln (2 \pi)+\frac{n}{2} \ln \left(\sigma^{2}\right)-\frac{n}{2} \ln \tau-\frac{\sum Q_{i}}{2 \sigma^{2} \tau}\right.$

$$
\begin{equation*}
-\sum_{i=1}^{n}\left(\ln f-\frac{c_{2}(a+b)}{f} \beta^{\prime} x_{i}^{\prime}+\frac{c_{1}}{2 f} \sigma^{2}\right) \tag{18}
\end{equation*}
$$

$Q_{i}=\left(y_{i}-x_{i} \beta\right)^{\prime}\left(y_{i}-x_{i} \beta\right)=\left[y_{i}^{\prime} y_{i}-\beta^{\prime} x_{i}^{\prime} y_{i}-\beta^{\prime} x_{i}^{\prime} y_{i}+\beta^{\prime} x_{i}^{\prime} x_{i} \beta\right]$

$$
=\left[y_{i}^{\prime} y_{i}-2 \beta^{\prime} x_{i}^{\prime} y_{i}+\beta^{\prime} x_{i}^{\prime} x_{i} \beta\right]
$$

$\frac{\partial \ln L \mid \tau}{\partial \beta}=-\frac{\sum_{i=1}^{n}\left(-2 x_{i}^{\prime} y_{i}+2 x_{i}^{\prime} x_{i} \beta\right)}{2 \sigma^{2} \tau}+\frac{c_{2}(a+b)}{f} \sum_{i=1}^{n} x_{i}^{\prime}$
$=-\frac{-2 \sum_{i=1}^{n}\left(x_{i}^{\prime} y_{i}-x_{i}^{\prime} x_{i} \beta\right)}{2 \sigma^{2} \tau}+\frac{c_{2}(a+b)}{f} n \bar{x}^{\prime}$
Whereas:
$\sum_{i=1}^{n} x_{i}^{\prime}=n \bar{x}^{\prime}$
$\frac{\partial \ln L \mid \tau}{\partial \beta}=\frac{\sum_{i=1}^{n}\left(x_{i}^{\prime} y_{i}-x_{i}^{\prime} x_{i} \beta\right)}{\sigma^{2} \tau}+\frac{n c_{2}(a+b)}{f} \bar{x}_{\imath}{ }^{\prime}$
$\frac{\partial \ln L \mid \tau}{\partial \sigma^{2}}=\frac{n}{2 \sigma^{2}}+\frac{\sum Q_{i}}{2 \tau\left(\sigma^{2}\right)^{2}}-\frac{n c_{1}}{2 f}$
$\therefore \frac{\partial \ln L}{\partial \beta}=\int_{0}^{\infty} \frac{\partial \ln L \mid \tau}{\partial \beta} f(\tau) d \tau$
$=\int_{0}^{\infty}\left(\frac{\left(\boldsymbol{x}^{\prime} \boldsymbol{y}-\boldsymbol{x}^{\prime} \boldsymbol{x} \boldsymbol{\beta}\right)}{\tau \sigma^{2}}+\frac{n c_{2}(a+b)}{f} \bar{x}^{\prime}\right) f(\tau) d \tau$
$=d_{1} \frac{\left(\boldsymbol{x}^{\prime} \boldsymbol{y}-\boldsymbol{x}^{\prime} \boldsymbol{x} \boldsymbol{\beta}\right)}{\sigma^{2}}+d_{2} \bar{x}_{i}^{\prime}$
Whereas:
$d_{1}=\int_{0}^{\infty} \frac{1}{\tau} f(\tau) d \tau$
$d_{2}=\int_{0}^{\infty} \frac{n c_{2}(a+b)}{f} f(\tau) d \tau$
$\frac{\partial \ln L}{\partial \beta}=0$
$\rightarrow \frac{d_{1}}{\sigma^{2}}\left(\boldsymbol{x}^{\prime} \boldsymbol{y}-\boldsymbol{x}^{\prime} \boldsymbol{x} \boldsymbol{\beta}\right)+d_{2} \bar{x}^{\prime}=0$
$-\frac{d_{1}}{\sigma^{2}}\left(\boldsymbol{x}^{\prime} \boldsymbol{y}-\boldsymbol{x}^{\prime} \boldsymbol{x} \boldsymbol{\beta}\right)=d_{2} \overline{\boldsymbol{x}}^{\prime}$
Multiply both sides by $\frac{\sigma^{2}}{d_{1}}$, we get :
$-\left(\boldsymbol{x}^{\prime} \boldsymbol{y}-\boldsymbol{x}^{\prime} \boldsymbol{x} \boldsymbol{\beta}\right)=\frac{d_{2}}{d_{1}} \sigma^{2} \bar{x}^{\prime}$
$\boldsymbol{x}^{\prime} \boldsymbol{x} \boldsymbol{\beta}-\boldsymbol{x}^{\prime} \boldsymbol{y}=\frac{d_{2}}{d_{1}} \sigma^{2} \bar{x}^{\prime}$
$\boldsymbol{\beta}=\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} x^{\prime} y+\sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \quad \bar{x}^{\prime}$
$\frac{\partial \ln L}{\partial \sigma^{2}}=\int_{0}^{\infty} \frac{\partial \ln L \mid \tau}{\partial \sigma^{2}} f(\tau) d \tau$
$=\int_{0}^{\infty}\left(\frac{n}{2 \sigma^{2}}+\frac{\sum Q_{i}}{2 \tau\left(\sigma^{2}\right)^{2}}-\frac{n c_{1}}{2 f}\right) f(\tau) d \tau$
$\frac{\partial \ln L}{\partial \sigma^{2}}=0$
$\rightarrow \frac{n}{2 \sigma^{2}}+\frac{\sum Q_{i}}{2 \tau\left(\sigma^{2}\right)^{2}} f(\tau) d \tau-\frac{n c_{1}}{2 f}=0$
$\frac{n}{2 \sigma^{2}}+\frac{\sum Q_{i}}{2\left(\sigma^{2}\right)^{2}} d_{1}-\frac{n c_{1}}{2 f}=0$

Multiply both sides by $2\left(\sigma^{2}\right)^{2}$ :
$n \sigma^{2}+d_{1}\left(y^{\prime} y-2 \beta^{\prime} x^{\prime} y+\beta^{\prime} x^{\prime} x \beta\right)-\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0$
$n \sigma^{2}+d_{1} y^{\prime} y-2 d_{1} \beta^{\prime} x^{\prime} y+d_{1} \beta^{\prime} x^{\prime} x \beta-\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0$
By substituting for $\beta$, we get:

$$
\begin{aligned}
n \sigma^{2}+d_{1} \boldsymbol{y}^{\prime} \boldsymbol{y}- & 2 d_{1}\left[\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \bar{x}^{\prime}\right] \boldsymbol{x}^{\prime} \boldsymbol{y} \\
& +d_{1}\left[\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \bar{x}^{\prime}\right]^{\prime}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)\left[\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \bar{x}^{\prime}\right] \\
& -\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0
\end{aligned}
$$

$n \sigma^{2}+d_{1} \boldsymbol{y}^{\prime} \boldsymbol{y}-\left[2 d_{1}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+2 d_{1} \sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \overline{\boldsymbol{x}}^{\prime}\right] \boldsymbol{x}^{\prime} \boldsymbol{y}+$
$d_{1}\left[\boldsymbol{y}^{\prime} \boldsymbol{x}\left(\boldsymbol{x} \boldsymbol{x}^{\prime}\right)^{-1}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)+\sigma^{2} \frac{d_{2}}{d_{1}} \overline{\boldsymbol{x}}\left(\boldsymbol{x} \boldsymbol{x}^{\prime}\right)^{-\mathbf{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)\right]\left[\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \overline{\boldsymbol{x}}^{\prime}\right]-\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0$
$n \sigma^{2}+d_{1} \boldsymbol{y}^{\prime} \boldsymbol{y}-2 d_{1} \boldsymbol{y}^{\prime} \boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}-2 \sigma^{2} d_{2} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\left[d_{1} \boldsymbol{y}^{\prime} \boldsymbol{x}+\frac{d_{1} \sigma^{2} d_{2}}{d_{1}} \overline{\boldsymbol{x}}\right]\left[\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\right.$ $\left.\sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \bar{x}^{\prime}\right]-\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0$
$n \sigma^{2}+d_{1} \boldsymbol{y}^{\prime} \boldsymbol{y}-2 d_{1} \boldsymbol{y}^{\prime} \boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}-2 \sigma^{2} d_{2} \overline{\boldsymbol{x}}\left(x x^{\prime}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+d_{1} \boldsymbol{y}^{\prime} \boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+d_{1} \boldsymbol{y}^{\prime} \boldsymbol{x} \sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \overline{\boldsymbol{x}}^{\prime}+$ $\sigma^{2} d_{2} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\sigma^{2} d_{2} \overline{\boldsymbol{x}} \sigma^{2} \frac{d_{2}}{d_{1}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \bar{x}^{\prime}-\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0$
$n \sigma^{2}+d_{1} \boldsymbol{y}^{\prime} \boldsymbol{y}-d_{1} \boldsymbol{y}^{\prime} \boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}-\sigma^{2} d_{2} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\sigma^{2} d_{2} \boldsymbol{y}^{\prime} \boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \overline{\boldsymbol{x}}^{\prime}+\frac{\left(\sigma^{2}\right)^{2}\left(d_{2}\right)^{2}}{d_{1}} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \overline{\boldsymbol{x}}^{\prime}-$ $\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0$
$n \sigma^{2}+d_{1} \boldsymbol{y}^{\prime} \boldsymbol{y}-d_{1} \boldsymbol{y}^{\prime} \boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}-\sigma^{2} d_{2} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y}+\frac{\left(\sigma^{2}\right)^{2}\left(d_{2}\right)^{2}}{d_{1}} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \overline{\boldsymbol{x}}^{\prime}+\left(\sigma^{2} d_{2} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} y\right)^{\prime}-$ $\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0$
$n \sigma^{2}+d_{1} \boldsymbol{y}^{\prime}\left[I-\boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime}\right] \boldsymbol{y}+\left(\sigma^{2}\right)^{2} \frac{\left(d_{2}\right)^{2}}{d_{1}} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \overline{\boldsymbol{x}}^{\prime}-\frac{n c_{1}}{2 f}\left(\sigma^{2}\right)^{2}=0$
$\left(\frac{\left(d_{2}\right)^{2}}{d_{1}} \overline{\boldsymbol{x}}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \overline{\boldsymbol{x}}^{\prime}-\frac{n c_{1}}{2 f}\right)\left(\sigma^{2}\right)^{2}+n \sigma^{2}+d_{1} \boldsymbol{y}^{\prime}\left[I-\boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime}\right] \boldsymbol{y}=0$
$\rightarrow a_{1}\left(\sigma^{2}\right)^{2}+n \sigma^{2}+d_{1}$ els'els $=0$
Where:

$$
\begin{equation*}
e l s=y-x \hat{\beta}_{o l s}=y-\boldsymbol{x}\left(\boldsymbol{x}^{\prime} \boldsymbol{x}\right)^{-1} \boldsymbol{x}^{\prime} \boldsymbol{y} \tag{32}
\end{equation*}
$$

$\rightarrow a_{1}\left(\sigma^{2}\right)^{2}+n \sigma^{2}+a_{2}=0$
Whereas:
$a_{2}=d_{1}$ els'els
$\rightarrow-a_{1}\left(\sigma^{2}\right)^{2}-n \sigma^{2}-a_{2}=0$
$-a_{1}\left(\sigma^{2}\right)^{2}-n \sigma^{2}=a_{2}$
By extracting $\left(-a_{1}\right)$ as a common factor from the left side, we get:
$-a_{1}\left(\left(\sigma^{2}\right)^{2}+\frac{n}{a_{1}} \sigma^{2}\right)=a_{2}$
As for:
$-a_{1}=a_{2}$
This value is neglected because it is not needed.
or:

$$
\begin{align*}
& \left(\sigma^{2}\right)^{2}+\frac{n}{a_{1}} \sigma^{2}=a_{2}  \tag{36}\\
& \rightarrow\left(\sigma^{2}\right)^{2}+\frac{n}{a_{1}} \sigma^{2}-a_{2}=0
\end{align*}
$$

Using the constitution method and after ignoring the negative sign of the root, we get $\sigma^{2}$ :
$\sigma^{2}=\frac{-\frac{n}{a_{1}}+\sqrt{\left(\frac{n}{a_{1}}\right)^{2}+4 a_{2}}}{2(1)}$
whereas:

$$
A=1 ; B=\frac{n}{a_{1}} ; C=-a_{2}
$$

## Simulation :

Simulation is defined as imitation of a complex real reality by arranging a set of programming and mathematical steps to build a model that represents the imposed reality, researchers use it when they face some problems in obtaining real data. There are simulation methods, including computer simulation, where a program is written for the thing to be examined that matches its specifications in reality, and then this program is placed in software conditions that resemble reality.
The Monte Carlo simulation depends on random numbers, and a random number is a number whose probability of occurrence is equal to the probability of any other random number from a set of random numbers distributed as a standard Uniform distribution $[0,1]$, this is because the random numbers generated by electronic machines fall within the period $[0,1]$.
The sample is generated in several ways, such as the inverse function method, where this function depends on generating data by finding the cumulative function and then finding its inverse, in short, to build a linear model, 50 observations were generated, then we first assumed the initial values for the parameters of the regression model where [1.5,4]. We have assumed that the independent variable is normally distributed with a mean equal to 3 and a standard deviation equal to 0.5 . The random error is distributed as a truncated t distribution, since the truncation values that have been relied upon are $[-2,1]$, and the degrees of freedom are 4.Note that all the values mentioned are randomly imposed values.

Table 1: Parameter and error values for the methods used

| Method | $\beta$ | MSE |
| :---: | :---: | :---: |
| MLE | 2.5112 | 0.0443 |
| OLS | 6.667 | 0.1423 |

## Conclusion:

In this paper, we have used a maximum likelihood to estimate the parameters of the t-truncated linear regression by depending on an approximation to the cumulative function. The method which is used leads to estimate the parameters in a simple way without using the statistic tables.
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