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Sumerian symbols, which look like cuneiform letters, were used in a very 

old writing style. In this paper, a new method to translate the Sumerian 

symbols into French letters is introduced. It is based on the Cascade-

Forward Neural Network (CFNN). The CFNN is exploited and adapted 

for the translation issue. It accepts a cuneiform letter image as an input 

and produces an appropriate output that refers to the translated french 

letter. Reasonable image augmentations are employed. These 

augmentations are for the: left direction rotations, right direction rotations 

and multiple translation directions (to the left, right, bottom and top). Total 

of 780 images are utilized for rotations and 338 images are collected for 

translations. This work can successfully attain the performance of 100%.  
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1. GENERAL BACKGROUND 

Sumerian language is a very old language, it 

began in 3000 B.C. as it was established by an Iraqi 

civilization called Sumer. Sumerian symbols writing 

style were look like nail shapes. These symbols were 

employed to state previously happened actions, 

events and other information [1]. Generally, they 

were firstly used for rebusing nouns. Later, the 

scribes located the Sumerian symbols into 

appropriate orders. After that, the prior contexts 

were having better structures [2]. Specifically, 

cuneiform symbols were used in Sumerian writing 

[3]–[7]. 

Sumerian symbols developed during many 

stages to characterise the shape of numbers and 

letters. Assyrian and Babylonian languages of nail 

shapes are represent the enhancement of old 

Sumerian writing. In Iraq, too many tablets of 

Sumerian symbols were discovered at the early stage 

of 19th century. Different Babylonian and Assyrian 

writings were provided in these tablets. Many 

museums are currently show tablets of Sumerian 

symbols. Expectedly, translating Sumerian symbols 

needs time and experience. Nevertheless, to sort 

translating problems out the information technology 

is necessary [8].  

Several studies focused on translating Sumerian 

symbols by utilizing Artificial Intelligence (AI) 

methods. In 2000, Sulaiman illustrated the Acadian 

and Sumerian writing by using the gained expertise 

[1]. It appears that a classical method was exploited 

for translating the Acadian and Sumerian writings 

into known Arabic language. In 2007, Postgate 

arranged a set of knowledge concerning Iraqi 

languages as the Sumer language. Benificial 

highlights were provided for Sumerian writing style 

as phonology, syntax, nominals, lexical categories, 

verbs, pronouns and adjectives [8]. Similarly, the 

language was classically analyzed by using the 

gained expertise. In 2010, Yushu described how the 

writing invention was taking into account by 

Sumerian [9]. It seems that classical translating was 

also exploited here. In 2017, Aktas and Asuroglu 

introduced a study that utilizes computer techniques 

for reading signs of nail shapes. Fundamentally, 

Hittite writing was utilized for the signs of nail 

shapes. Also, classification and clustering 

algorithms were exploited as data mining [10]. 

Clearly, the Sumerian symbols did not be used in 

this study. In 2019, Saeid et al. recognized letters of 

nail shapes by utilized the Support Vector Machine 

(SVM). Image processing operations were 

employed before applying the SVM [2]. Obviously, 

this work did not focuse on translating as it 

concentrated on recognizing the considered letters. 

Also in 2019, Born et al. analyzed undeciphered 

proto-Elamite scripts by exploiting computational 

linguistic methods. Latent Dirichlet Allocation 

(LDA), n-gram frequencies and hierarchical 

clustering models were used. Performances were 

obtained by exposing priorly-unobserved 

relationships of deciphering manual and signs [11]. 

In 2020, Gordin et al. concentrated on Reading 

cuneiform of Akkadian. Natural Language 

Processing (NLP) was utilized. Furthermore, 

Recurrent Neural Network (RNN) was highly 

evaluated [12]. In 2021, Hamdany et al. introduced 

a machine learning method for translating cuneiform 

symbols into English. The machine learning was 

backpropagation neural network [13]. In 2022, Al-

Obaidi et al. presented a novel method for 

interpreting alphabet letters of Iraqi sign language. 

A deep learning model called the Deep Recurrent 

Alphabet Sign Language (DRASL) was provided. 

Hardware of glove and sensors were exploited 

[14][15]. In 2023, Gutherz et al. illustrated 

translating Akkadian language into English. 

Convolutional Neural Network (CNN) was used as 

NLP for the case of translation [12]. In this study, 

clustering various symbols were considered. It can 

be observed that there was no prior work that 

focused on translating the Sumerian symbols into 

French letters by utilizing the Cascade-Forward 

Neural Network (CFNN). This paper will consider 

this and present a main contribution for this issue. 

Indexing and abstracting services depend on the 

accuracy of the title, extracting from it keywords 

useful in cross-referencing and computer searching. 

An improperly titled paper may never reach the 

audience for which it was intended, so be specific. 

The goal of this work is translating the 

Sumerian symbols into French letters. It depends on 

the CFNN which is adapted and utilized for the 

translation issue. The remaining sections in this 

paper are distributed as follows: Section 2 states the 

methodology, Section 3 demonstrates results and 

Section 4 provides the conclusion. 

 

2. SUGGESTED TRANSLATION METHOD 

In this study, a suggested translation method 

based on the CFNN has been designed and adopted. 

It has the cabability to translate the images of 

Sumerian symbols into French letters. The main idea 

of the suggested CFNN is obtaining a Sumerian 

symbol image and referring to its assigned French 

letter. Then, French letters can be produced from 

Sumerian symbol images. Neural networks of multi-

outputs as in [16] could be found valuable. Fig. 1 

shows a flowchart of comprehensive translation 

steps. Fig. 2 demonstrates the main CFNN 

architecture of our proposed method. 
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Figure 1. A flowchart of comprehensive translation steps 

 

 
Figure 2. The main CFNN architecture of our proposed 

method 

 

Basically, the CFNN is composed of output 

layer K, hidden layer J and input layer A. Also, it 

has various weights’ connections. V1 is the 1st 

weights connection between A and J layers. V2 is the 

2nd weights connection between J and K layers. V3 

is the 3rd weights connection between A and K 

layers. Furthermore, two phases are required, 

training phase and testing phase. The values of V1, 

V2and V3 begin with small randoms at the training 

start. Nonetheless, the last values of V1, V2 and V3 

are saved at the training end. These last values are 

used at the testing start [17]. Essential CFNN 

equations are illustrated in [18][19], they are 

expressed as follows: 

 

𝐽𝑖𝑛𝑧 = 𝐷0𝑧
1 + ∑ 𝐴𝑒𝑉𝑒𝑧

1𝑞
𝑒=1    (1) 

 

where 𝐽𝑖𝑛𝑧 represents a hidden layer input value, z 

represents the hidden neurons index, 𝐷0𝑧
1  represents 

a weight between the hidden and 1st bias nodes, q 

represents the input neurons number, e represents 

the input neurons index, 𝐴𝑒 represents an input layer 

value, and 𝑉𝑒𝑧
1  represents a weight between the 

hidden and input layers. 

 

𝐽𝑧 = 𝑓(𝐽𝑖𝑛𝑧)    (2) 

 

where 𝐽𝑧 represents a hidden layer outcome value. 

 

𝐾𝑖𝑛𝑦 = 𝐷0𝑦
2 + ∑ 𝐽𝑧𝑉𝑧𝑦

2𝑟
𝑧=1 + ∑ 𝐴𝑒𝑉𝑒𝑦

3𝑞
𝑒=1  (3) 

 

where 𝐾𝑖𝑛𝑦 represents an output layer input value, y 

represents the output neurons index, 𝐷0𝑦
2  represents 

a weight between the output and 2nd bias nodes, r 

represents the hidden neurons number, 𝑉𝑧𝑦
2  

represents a weight between the output and hidden 

layers, and 𝑉𝑒𝑦
3  represents a weight between the 

output and input layers. 

 

𝐾𝑦 = 𝑓(𝐾𝑖𝑛𝑦)    (4) 

 

where 𝐾𝑦 represents an output layer outcome value. 

 

𝜑𝑦 = (𝑇𝑦 − 𝐾𝑦)𝑓′(𝐾𝑖𝑛𝑦)   (5) 

 

where 𝜑𝑦 represents a computed main error and 𝑇𝑦 

is an assigned target. 

 

𝛥𝑉𝑧𝑦
2 = 𝜇 𝜑𝑦 𝐽𝑧    (6) 

 

where 𝛥𝑉𝑧𝑦
2  represents a weight change between the 

output and hidden layers, and 𝜇 represents the 

learning rate. 

 

𝛥𝑉𝑒𝑦
3 = 𝜇 𝜑𝑦 𝐴𝑒    (7) 

 

where 𝛥𝑉𝑒𝑦
3  represents a weight change between the 

output and input layers. 

 

𝛥𝐷0𝑦
2 = 𝜇 𝜑𝑦    (8) 

 

where 𝐷0𝑦
2  represents a weight change between the 

output and 2nd bias nodes. 

 

𝜑𝑖𝑛𝑧 = ∑ 𝜑𝑦𝑉𝑧𝑦
2𝑠

𝑦=1    (9) 

 

where 𝜑𝑖𝑛𝑧 represents a computed secondary input 

error of the hidden layer and 𝑠 represents the output 

neurons number. 

 

𝜑𝑧 = 𝜑𝑖𝑛𝑧  𝑓′(𝐽𝑖𝑛𝑧)   (10) 

 

where 𝜑𝑧 represents a computed secondary error of 

the hidden layer. 

 

𝛥𝑉𝑒𝑧
1 = 𝜇 𝜑𝑧  𝐴𝑒    (11) 



          Arwa Al-Hamdany   /NTU Journal of Engineering and Technology (2024)3(1):12-17  

15 

 

 

where 𝛥𝑉𝑒𝑧
1  represents a weight change between the 

hidden and input layers. 

 

𝛥𝐷0𝑧
1 = 𝜇 𝜑𝑧    (12) 

 

where 𝛥𝐷0𝑧
1  represents a weight change between the 

hidden and 1st bias nodes. 

 

𝑉𝑒𝑧
1 (𝑛𝑒𝑤) = 𝑉𝑒𝑧

1 (𝑜𝑙𝑑) + 𝛥𝑉𝑒𝑧
1   (13) 

 

𝑉𝑧𝑦
2 (𝑛𝑒𝑤) = 𝑉𝑧𝑦

2 (𝑜𝑙𝑑) + 𝛥𝑉𝑧𝑦
2   (14) 

 

𝑉𝑒𝑦
3 (𝑛𝑒𝑤) = 𝑉𝑒𝑦

3 (𝑜𝑙𝑑) + 𝛥𝑉𝑒𝑦
3   (15) 

 

𝐷0𝑧
1 (𝑛𝑒𝑤) = 𝐷0𝑧

1 (𝑜𝑙𝑑) + 𝛥𝐷0𝑧
1   (16) 

 

𝐷0𝑦
2 (𝑛𝑒𝑤) = 𝐷0𝑦

2 (𝑜𝑙𝑑) + 𝛥𝐷0𝑦
2   (17) 

 

Equations (1-4) are utilized in the CFNN testing 

phase, however, the last obtained training values of 

weights are used.  

In this work, q is equal to 1600 which is 

sufficient to all Sumerian symbol image pixels, r is 

equal to 204 where this is calculated according to 

[20] and 𝑠 is equal 26 as this represents the number 

of French alphabets.  

Consequently, French letters can simply be 

generated from Sumerian symbol images. The 

proposed translation method is reasonable to 

translate Sumerian symbols into the assigned French 

letters. 

 

3. RESULTS AND DISCUSSIONS 

First of all, Sumerian symbols with their 

assigned French letters are required. Table 1 

demonstrates a useful representation for the 

Sumerian symbols and their assigned French 

alphabets. 

Sumerian symbol images are exploited here. 

Each image has a Two-Dimensional (2D) size of 40 

 40 pixels. This size is reshaped to the One-

Dimensional (1D) size of 1600  1 pixels which 

corresponds to the CFNN input nodes. So, there is a 

suitable adaptation between the CFNN input nodes 

and a Sumerian symbol image. Since there are few 

Sumerian symbol images, image augmentations are 

used to each one of them. Therefore, a big number 

of training samples are provided and the efficiency 

of the suggested method is expectedly increased. 

Various augmentations of translations and rotations 

can be employed according to [21]–[24]. Table 2 

shows examples of established translating and 

rotating training Sumerian symbol images. 

 

 

 

 

Table 1. Useful representation for the Sumerian symbols 

and their assigned French alphabets 

 
Table 2 . Eexamples of established translating and 

rotating training Sumerian symbol images 

Augme

ntation 

Operati

on 

1st 

Sym

bol 

2nd 

Sym

bol 

3rd 

Sym

bol 

4th 

Sym

bol 

5th 

Sym

bol 

Rotatio

ns 

     

Translat

ions 

     
This table provides examples of the used 

operations to images of Sumerian symbols. Various 

translations and rotations are implemented for each 

Sumerian symbol image. Total of 780 images are 

collected for the two directional rotations. That is, 

390 images are acquired for left direction rotations 

and 390 images are acquired for right direction 

rotations. Moreover, Total of 338 images are 

collected for various translation directions (left, 

right, bottom and top). The acquired augmentation 

images are utilized for the training phase. 

Training parameters of the CFNN are selected 

as follows: training type Scaled Conjugate Gradient 

(SCG) [25], binary sigmoid activation function in the 

Fre

nch 

Alp

ha

bet 

Fren

ch 

Lett

er 

Su

me

ria

n 

Sy

mb

ol 

 Frenc

h 

Alpha

bet 

Fren

ch 

Lett

er 

Sum
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n 

Sy

mb

ol 
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hidden layer, linear activation function in the output 

layer and minimum training error equal to 0.001. The 

most important parameters that are utilized for the 

CFNN are given in Table 3. Fig. 3 shows the CFNN 

performance during the training phase. 

 
Table 3. Important parameters that are utilized for the 

CFNN 

Parameter Value 

Training type SCG 

Activation function in the hidden layer 
Binary 

sigmoid 

Activation function in the output layer 

Linear 

(pure 

linear) 

Minimum training error 0.001 

Number of input nodes 1600 

Number of hidden nodes 204 

Number of output nodes 26 

 

 
Figure 3. The CFNN performance during the training 

phase 

From this figure, it can be seen that the training 

curve is efficiently degrades toward a very small 

error value of 0.00099977. This indicates the 

successfulness and acceptability of the training 

phase. 

Sumerian symbols can effectively be translated 

from images into referral French letters in the CFNN 

testing phase. Subsequently, French letters can 

easily be produced. A remarkable high accuracy of 

100% can be achieved by applying the suggested 

translation method. Table 4 demonstrates multiple 

French writings which can be obtained from 

Sumerian symbols by employing our proposed 

translation method.  
 

Table 4. Multiple French writings which can be obtained 
from Sumerian symbols by employing our suggested 

translation method 

Sumerian Symbols French Letters 

 

MODREN 

SCIENTIFIC 

RESEARCHES 

 

TECHNICAL 

ENGINEERING 

COLLEGE 

 

NORTHERN 

TECHNICAL 

UNIVERSITY 

 

 

SUMERIAN 

SYMBOLS 

 

4. PAPER’S CONCLUSION 

In this paper, a new method to translate 

Sumerian symbols into French letters was 

introduced. It is based on the CFNN, which was 

designed and adopted for the proposed translation. 

The translation method has considered converting 

Sumerian symbol images into their determined 

French letters. Various image augmentations were 

applied. These are different rotation angles to the left 

direction, different rotation angles to the right 

direction and different translation directions to (the 

left, right, bottom and top). Thus, big numbers of 

images were provided. That is, 780 images are 

acquired for rotations and 338 images are acquired 

for translations. The CFNN required two phases of 

training and testing. Augmented images were 

employed in the training phase. Consequently, the 

CFNN has the capability to obtain correct indicatorts 

for the applied Sumerian symbol images into their 

assigned French letters during the testing phase. 

Subsequently, French letters can be provided with 

remarkable high accuracy of 100%. 

For future work, adding the image processing of 

scaling can be employed and translating Sumerian 

symbols into Arabic language letters can be 

suggested as the next aim. 
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