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Breast cancer in general is a common and a deadly disease. Early 

detection can significantly reduce the chances of death. Using 

automated feature extraction and classification algorithms, physician's 

experience in diagnosing and detecting breast cancer can be aided. This 

paper focuses on various statistical and machine learning(ML) studies of 

mammography datasets for enhancing the accuracy of breast cancer 

diagnosis and classification based on various variables. The Naïve 

Bayes,the K-nearest neighbors (KNN),the Support Vector Machine 

(SVM),the Random Forest (RF),the Logistic Regression(LR), 

Multilayer Perceptron (MLP), fuzzy classifier, and Convolutional 

Neural Network (CNN) classifiers, are the most widely used 

technologies in this field. This study provides an overview of the 

existing Computer-aided diagnosis/detection (CAD) systems based on 

artificial intelligence(AI) classification techniques and many types of 

medical image modalities. Potential research initiatives to build more 

efficient and accurate CAD systems have been investigated. 
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Introduction 

This Word document can be used as a template 

for papers to be published in NTU-JET. Follow the 

text and explore the post notes for more formatting 

information.  

Breast cancer is one of the leading causes of 

death for women all over the world. The dense 

population and patients' misunderstanding of illness 

signs and late getting medical counsel lead to 

greater death-rate. In addition, a lack of medical 

professionals and experts in rural regions 

exacerbates the difficulty of accurate early 

diagnosis. One answer to breast cancer early 

detection is to use information technology and 

medical data to construct medical support systems 

capable of assisting the doctor's reasoning and 

recognizing the cases. This increases the chances of 

healing and decreases the mortality rate [1], [2].

   

The most efficient way of diagnosing breast 

cancer is by imaging inspection.  For diagnosis, 

many medical imaging methods like digital 

mammography (DM), the magnetic resonance 

imaging(MRI), ultrasound(US), and histopathology  

images. These are used to assist radiologists and 

clinicians in diagnosing the illness. Because image 

interpretation is operator-dependent and requires 

knowledge, the use of information technology is 

required, which can expedite and offer another 

opinion to the experts to improve the accuracy of 

the diagnosis [3]. Using techniques for feature 

extraction and classification: Computer-aided 

diagnosis/detection (CAD) is a useful tool for 

detecting abnormalities by physicians and 

professionals [4]. 

Many efforts have been exploited to build CAD 

systems that are dependent on pattern recognition, 

image processing, and artificial intelligence 

developments. Utilizing the CAD systems leads to 

reduce operator dependence, boosts diagnostic 

rates, and lowers the cost of medical auxiliary 

modalities [5], [6].  

As a result, it might assist in reducing false-positive 

reactions; this may result in ineffective therapy as 

well as physical, psychological, and financial costs. 

It might help also to prevent false negative results, 

which could lead to treatment omissions [7]. 

 “The sensitivity with using CAD is increased 

about 10% rather than without CAD [8]. 

In general, the entire CAD system featured 

segmented constructions, irregularities detection, 

and feature extraction to further classify problems. 

As a result, CAD systems can be divided into four 

initial stages. 

• Preprocessing is the first stage, which prepares 

the images for further phases. One of the most 

important tasks is to remove the noise that may be 

encountered during the mammogram [9]. 

 • Segmentation is the second stage which is related 

to the region of interest (ROI) in the image, this is a 

technique for splitting the image to different 

sections based on visual qualities [10]. 

• Extraction and selection of features is the third 

stage. After retrieving features from preprocessed 

images, the most distinguishing characteristics are 

chosen. To minimize classification errors, the 

chosen characteristics must be enough for 

distinguishing between benign tumors (not cancer) 

and malignant tumors (cancer) areas. Despite all 

the efforts, there's no consensus about the traits that 

are most suited for this purpose. Many types of 

characteristics, like dynamic features, 

morphological features, and textural features, have 

historically been used to classify tumors [11].   

• Classification is the last stage of the CAD system 

and it is described as the core of the system. 

   The CAD system is a data mining method that 

categorizes data. Many organizations goal is to 

uncover and extract features from great datasets 

using various Machine Learning Techniques 

(MLTs) [5]. 

The models that result are used to forecast 

unknown cases. Lots of Machine learning 

algorithms (MLA), like K-nearest neighbors (K-

NN) [11], Artificial Neural Network (ANN) [12], 

Decision Tree (DT) [13],[14], have been applied in 

the medical area. As well as the Support Vector 

Machine (SVM) [15], [16]. The choice of suitable 

MLA to design a classifier responsible for 

differentiating different types of breast lesions is a 

critical component of CAD system development 

[17].” 

2. METHODOLOGY: 
This section of the survey includes five parts: the 

first part is search criteria that clarify the goal of 

this review and cover the questions related to CAD 

systems. The second part presents Medical imaging 

modalities associated with breast cancer diagnosis. 

The third part shows the types of the dataset for 

digital mammogram images. The fourth part 

clarifies the process of image preprocessing. The 

fifth part presents the Feature extraction and its 

importance. The sixth part introduces the different 

types of classification techniques used in CAD 

systems. 

2.1. Search criteria: 

This study attempts to discuss many researches 

based on medical images and MLAs associated 

with breast tumor classification systems. Several 

aspects of importance in the development of CAD 

systems for breast cancer are addressed in this 

survey: medical imaging methods used in the CAD 

systems for breast tumors, Data sets used in CAD 

systems development, Preprocessing methods used 
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in CAD systems, Segmentation methods used in 

CAD systems, Feature extraction methods used in 

CAD systems and Machine learning classifiers are 

being used in breast tumor medical imaging-based 

CAD systems. 

 

2.2. Medical imaging modalities: 

Various imaging modalities are currently applied 

for breast cancer detection, Fig.1 represent a Pie 

chart depicting the many modalities utilized in 

various CAD systems.  

The imaging modalities studied in this research are 

as follows: 

 

Figure1: Pie chart depicting the many modalities 

utilized in various CAD systems. 

 

• Digital Mammogram (DM) is a unique kind of X-

ray imaging used to make breast image with details 

of the breast. A mammogram is a transmission 

planar X-ray image made by a diverging X-ray 

beam. Thus, the breast volume attenuation is 

represented by light and dark shadows captured in a 

film combination process. At the result the 

produced image is a planar projection of the three-

dimensional breast [18].  

  In clinical practice, (DM) is the most widely and 

extensively implemented screening tool. It is 

capable of identifying malignancies before they 

grow to the point where they may be easily 

identified and detected by a doctor. Although the 

DM has limitations, such as being an ineffective 

screening tool for women with thick breasts due to 

the use of ionizing radiation, X-ray mammography 

is still the gold standard for breast cancer screening 

that is widely used and has a high 2D resolution. 

As a result, DM may detect extremely minute 

differences in tissue composition as micro-

calcifications [19], [20]. Fig. 2 presents examples 

of DM images. 
 

 
Figure 2: examples of DM images [19]. 

•Medical Ultrasound (US) is a real-time imaging 

technique that uses ultrasound to visualize muscles, 

tendons, and many internal organs in order to 

capture their size, structure, and any pathological 

lesions. For at least 50 years, radiologists and 

sonographers have used (US) to image the human 

body, and it has become a common diagnostic tool. 

For women with thick breasts, (US) is a handy 

mode of cancer detection. Furthermore, it can be 

used to detect tumors when mammography results 

are negative. US assess tumor size and can define 

anomalies found by DM [20], [21]. Figure.3 

presents example of US image.” 

 
Figure3:  example of US image[20]. 

 

• Magnetic Resonance Imaging (MRI) is a special 

technique for creating medical images based on a 

magnetic field and computer-generated radio waves 

to create detailed images of the organs and tissues; 

MRI images the entire breast and delivers it as thin 

slices covering the total breast volume. It has a lot 

of potential for screening high-risk cases and 

assessing the efficacy of treatment [22]. Figure4 

shows examples of MRI images.” 

Figure 4: examples-of-MRI images [23]. 
 

•Histopathology is the microscopic examination of 

disease symptoms obtained from a biopsy or 

surgical specimen and fixed on glass slides. The 

pieces are stained to help detect tumors by allowing 

researchers to see various tissue elements under a 

microscope [23].”Counterstains are utilized to 

provide contrast, color, and visibility. The goal of 

staining is to reveal the components at the cellular 

level. Hematoxylin-eosin (H&E) is a staining 

component that pathologists have used for decades. 

Eosin stains cytoplasm and connective tissues, 

which are pink, while Hematoxylin stains cell 

nuclei, which are blue. Figure 5 presents examples 

of histopathology images [24].” 

 
Figure 5: examples-of-histopathology images [23]. 
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2.3. Datasets: 

  Using breast cancer classification algorithms, 

certain public image databases are commonly used. 

The DM images represent the majority of the 

images in these datasets, such as the Digital 

Database for Screening Mammography (DDSM) 

[25], Mammographic Image Analysis Society 

(MIAS) [26], Image Retrieval in Medical 

Applications (IRMA) [27], Wisconsin Diagnostic 

Breast Cancer (WDBC) [28], IN breast database 

[29] and Breast Cancer Digital Repository 

(BCDR). Table-1 shows the Available data set for 

digital mammography (DM) [30]. “ 

    Furthermore, studies that employ different types 

of image modalities frequently rely on special or 

private datasets to implement their methodologies. 

Individual groups collect private databases 

independently of one another. Private datasets 

provide images of patient case studies gathered in 

research facilities or hospitals. It's a good idea to 

have common datasets with images from a variety 

of sources for various image modalities. 
Table 1.Available datasets for Digital Mammography 

(DM) 

Dataset 
Number of 

images 
Dataset size 

Total 

patients 

MIAS 322 2.3GB 161 

DDSM 10.239 163.6GB 2620 

BCDR 3703 100GB 1734 

WBC 569 12.5KB 150 

IN breast 419 9.01GB 115 

“ 
2.4.Preprocessing: 

    Current preprocessing techniques for 

mammographic images are reviewed. The purpose 

of preprocessing is the enhancement of visual data 

by minimizing noise and undesired elements that 

are in the backdrop of the mammography this also 

helps to improve some aspects of the image that 

can be utilized for further procedure [31].  

 “Preprocessing a mammography image can be 

done in a variety of ways, such as  Filtering, 

Converting it into a binary image, Image 

transformation, Image histogram adjustment, 

Contrast Limited Adaptive Histogram Equalization 

(CLAHE), unsharp masking, Image border 

neighborhoods removal and Median filtering [32].” 

2.5. Segmentation stage: 

It is a significant stage of the typical CAD system, 

this stage is used to split the suspicious regions that 

may contain masses from the background 

parenchyma (normal tissue), leads to partition the 

mammogram into many non-overlapping regions, 

next extract the (ROI), and find the suspicious mass 

candidates from ROIs [18]. The most important 

segmentation methods used in medical imaging are: 

•Thresholding: Is a procedure aims to find an 

intensity value, or threshold, that distinguishes the 

desired classes. After that, segmentation is 

accomplished by grouping all pixels with intensity 

greater than the threshold into one class and all 

other pixels into another [18]. 

•Clustering: Without use of training data, 

clustering essentially performs the same task as 

classification methods. Three widely utilized 

clustering algorithms are K-means algorithm, fuzzy 

algorithm, and Expectation-Maximization (EM) 

algorithm [33]. 

• Region Growing (RG): is a tool for obtaining a 

region of interest in an image using predefined 

criteria. This criterion can be based on image edges 

or intensity information [34]. In its most basic 

form, RG requires a seed point that is manually 

chosen by an operator and extracts all pixel values 

with the same intensity value that is connected to 

the initial seed. 

• Artificial Neural Network (ANN): ANNs are 

machine learning models that can be applied to 

image segmentation in a variety of ways. In 

medical imaging, the most common application is 

as a classifier, in which the weights are determined 

using training data and the ANN is then used to 

segment the new data [12]. 

“2.6.Features extraction: 
       In order to reduce classification errors, the 

chosen characteristics must be capable of 

distinguishing between normal and malignant areas 

[31]. Distinct researchers utilized a different 

collection of attributes that they believe are most 

suited to this goal. This evaluation includes a large 

number of features, but only some of the most 

commonly used and selected features are shown in 

this area [32]. 

 “The most common feature categories utilized in 

this review articles for breast tumor classification 

are [35] [36]:” 

• Histogram: Such as Standard Deviation, Mean, 

Entropy and Energy. 

• Morphology: Such as Standard Deviation of 

distance ratio, Area Overlap Ratio, Smoothness, 

Variance of Distance Ratio. 

• Textural: Such as Contrast, Variance 

Homogeneity, Correlation Information 

Measurement, and Sum of the Sums, Inertia 

Variance, and Inverse Difference. 

• Speculation: Such as Full Width Half Maximum 

(FWHM) border, FWHM Growing, variation in 

margin sharpness, Index of Radial Gradient, 



Ruaa Hassan Mohammed /NTU Journal of Engineering and Technology (2023) 2 (1) : 46-54 

50 

 

Growing a Gradient, FWHM ROI and FWHM 

margin, and Irregularity are all geometric 

properties. 

• Kinetic: Such as Maximum Enhancement, Uptake 

Rate, Time to Peak, Washout Rate, Signal 

Enhancement Ratio, Enhancement at the first post-

contrast time point Curve shape index. 

• Binary features: Such as Area, centroid, and 

Orientation (Axis of rotation). 

2.7. Classification stage:” 

   Several (MLTs) were used to detect, predict, and 

diagnose breast cancer. The dataset is separated 

into training and test sets for the classification 

algorithms. The training dataset is used to develop 

the model, and then the test dataset is used to 

validate the trained model extraction of data. 

    Several (MLTs) were employed in the breast 

cells classification during the procedure based on 

images' derived characteristics such as: 

• Support Vector Machine (SVM) classifier: It is 

the most commonly employed (MLT) among the 

publications examined in the review. A supervised 

classifier it creates a model using a hyper plane as a 

border that separates multiple places in 2D space 

into several classes and divides them; the test 

sample is classified using this plan [37]. 

• Artificial Neural Network (ANN) classifier: It 

links all nodes in the same way as neurons in the 

human brain do. The input to one of the nodes is 

the total of the outputs of all the nodes to which it 

is linked multiplied by a weight. The output value 

of a definite node is processed by the "transfer 

function.” 

Neural Network (NN) is made up of successive 

layers. After assigning weights to nodes in the first 

hidden layer, an input layer takes data and 

transmits it to them. The result is translated to the 

following layer's nodes, and so on. The network's 

output is provided by the last layer. The name ANN 

has been integrated with a variety of different 

classification approaches [38] including: when it is 

combined with an associative classification 

methodology, it known as (ACNN), when fuzzy is 

added, it is known as (ACFNN) [39]. 

• KNN classifier: It classifies an unknown sample 

by computing its distance from all of the training 

samples. It calculates the k shortest distances. The 

most represented class among these k classes 

assigns the unknown sample's output class label 

[40]. 

• Decision Tree (DT): In a tree structure, (DT) 

places a series of well-crafted queries concerning 

the test record's properties. When a response is 

obtained, a follow-up question is asked until a 

resolution is reached regarding identifying the 

record's class. One root node, multiple internal 

nodes, and many terminal nodes make up a 

decision tree classifier. The goal of decision tree 

building is to identify a characteristic that provides 

the most information gain [41] [42].For prediction, 

RF integrates numerous decision trees built by 

pulling several classification trees together [43]. 

• Fuzzy classifier: It is describes an object's partial 

membership in distinct classes to varying degrees. 

Fuzzy IF-THEN rules describe a classifier. The 

most widely used unsupervised classification 

technique based on fuzzy logic is the fuzzy c-mean 

(FCM). The data points have membership values 

with the cluster centers, that will be iteratively 

updated [44]. 

•Naive Bayes (NB): It is based on the Bayes 

theorem and a probabilistic method. It indicates the 

likelihood that a particular pattern belongs to a 

specified class. The probability of a random class 

variable is calculated and assessed using data about 

the value of another set of random variables [45] 

[46]. 

•Deep Learning (DL): It is the current way in 

machine learning that resulted in novel strategies 

for training deep neural networks, which have 

produced extremely effective applications in a 

variety of pattern recognition tasks [47]. 

ANN is commonly used in DL, where DL employs 

the back propagation technique to discover 

complex structures in large data sets to determine 

how a machine should adjust its internal parameters 

that are required to calculate the representation of 

each layer from the preceding layer's representation 

[48]. 

•Multiple Instances learning (MIL): It had solved 

the learning issues using partial data label 

information. Each instance in MIL is characterized 

by a feature vector, and the class label is connected 

with it [49].” 

3. Evaluation metrics 

  Test data are entered into the classifier so as to be 

classified after it has been trained using samples of 

training data in order to assess the performance of 

the classifier. 

The samples are classified into two categories: 

positive and negative. Positive is the main category 

of interest, which represents malignant (cancerous) 

samples, and the other category is negative samples 

are benign (non-cancerous) samples. 

The common used assessment measures for CAD 

systems are Accuracy (Acc), Sensitivity (Sn), 

Specificity (Sp), and Area Under the Curve (AUC). 

These are the most often cited performance 

measures in the selected articles. 

The previous measures are defined as: 

(1) Accuracy (Acc) indicates just how close the real 

class is to the anticipated one. It means that is, it 

represents the proportion of correctly categorized 

samples (non-cancer and cancer) with the total 

number of samples. 
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(2) Sensitivity (Sn) is the true positive rate, which 

reflects the percentage of (cancer) samples 

accurately diagnosed. 

(3) Specificity (Sp) is the true negative rate, which 

determines the percentage of (non-cancer) samples 

that are accurately identified. 

 (4) Area Under the Curve (AUC) is a standard 

statistic that indicates a method of selecting 

optimum models and ignoring suboptimal ones. 

This depicts the genuine positive rate with the false 

positive rate. When the AUC is near one, the test is 

considered to be good. AUC higher than or equal to 

0.5 and less than 1 are considered reasonable tests 

[50]. Equations of Acc, Sn, and Sp are given as 

follows [49],[50]: 

 

Acc =
TP +TN

 TP + TN + FP + FN
                 (3.1) 

Sn =
TP

 TP+ FN
                 (3.2) 

Sp =
TN

 TN  + FP 
            (3.3) 

Where TP: true positive, TN: true negative, FP: 

false positive, FN: false negative.” 

  The table 2 below summarizes the findings of 

previous researches in the field of breast cancer 

classification. 

4. A survey of previous researches: 

Table 2. A survey of the previous researches regarding ref. number, imaging modality, data set, machine learning technique 

and results: 

 

 

Ref 

 
 

 

Imaging modality Used dataset 

Machine 

learning 

technique 

Evaluation results 

Acc AUC Sp Sn 

 [51] DM Wisconsin CNN 97.20%  -  

[52] DM 
 

IN breast 
SVM 

 
71.0% to 
83.1%” 

- - - 

[53] US Private KNN - 0.93 89.5% 87.8% 

[54] MRI Private 200 patients KNN 74.7% 0.816 - - 

[55] DM Wisconsin SVM 98% 0.9938 95.08% 98.24% 

[56] DM WBC SVM 97.14% ” - - - 

[57] DM 
Mini-MIAS 

 

Fuzzy with 

SVM 
98% - - - 

[58] US 

Ultrasound dataset 

SVM 
 

94.74% - 

- 

- 

- 

- 

- 
KNN 89.44% 

Elastography 

dataset 

SVM 
100% 

- 

0.826 

- 

- 

- 

- KNN 

[59] DM Private 344 patients DL - - 86.4% 100% 

[60] microscopic Images Private 202 images 

ANN 

 
87.1% - 77.27%” 96.49% 

SVM 77.23% 0.9325 - - 

[61] DM 
Mini-MIAS 

 

SVM 90% 
- - - 

LR 92.5% - - - 

KNN 89.3% ” - - - 

[62] US Private KNN 67.7% - - - 

[63] DM 
MIAS 

 
SVM 92.3% - - - 

[64] DM 
MIAS 

 
SVM 92.5%” - - - 

[65] DM 
MIAS 

 
SVM 80.23%” - 98.86%” - 

[66] DM WBC SVM - - - - 

[67] DM WBC DL_ANN 98.24%” - - - 

[68] DM WBC NB 97.36%” - - - 

[69] DM BCDG KNN 77%”    
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5. Conclusions: 

    This survey aims to aid researchers in improving 

CAD systems to provide support to the medical 

society in breast cancer detection. 

  Based on the data obtained, and although there are 

a variety of circumstances, it can be said that 

certain facts can be assured for the researchers in 

this field. Some of these criteria include the 

datasets utilized for evaluation, the images used for 

evaluation, the number of images used, and the 

evaluation process (validation methodology, 

testing, and training set). 

  In general, it is concluded that the mostly used 

method of the Imaging modality is the Digital 

Mammogram (DM). The (SVM) classifier showed 

to be widely employed for breast tumor 

categorization and it is one of the best ways among 

the classifiers indicated in the survey table (Table 

2). 

  Clinically, in countries where CAD is commonly 

used, there is a significant discussion regarding 

whether it can be utilized or not. This could be 

caused by several issues, such as ignoring 

worrisome pests due to lack of training which leads 

to wasted time and cost. 

  Otherwise, it is quite difficult in other countries to 

persuade physicians to admit CADs into clinics for 

their benefits as a supportive tool to develop 

physician performance. Noting that CAD systems 

can save radiologists and clinicians time and effort. 

“”CAD systems ought to be improved through their 

implementation and testing in clinics. Adequate 

and correct use will result in the clinical 

enforcement of CADs. This leads to improved 

performance, minimizing false positives that may 

result in psychological, economic, and physical 

losses. Also it may lead to lowering false-negative 

readings that may result in therapeutic neglect. 
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