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A retinal detachment is a serious condition resulting in the retina detaching 

from its support layers, which are just beneath it. If untreated, this can 

cause blindness. To detect the classes of retinal detachment in various 

images, this paper introduces a novel method employing deep learning 

techniques involving the YOLOv8 algorithm. Notably, this marks the first 

use of the YOLOv8 model for retinal detachment detection. Retinal 

detachment can be identified with high precision using images obtained 

from Optical Coherence Tomography (OCT). The proposed work assesses 

the performance of these models using metrics such as mAP50, recall, and 

precision by training five YOLOv8 models: YOLOv8n, YOLOv8s, 

YOLOv8m, YOLOv8l, and YOLOv8x. Among these, the YOLOv8s 

model had the best performance with a mAP50 of 0.985, a recall of 0.97, 

and a precision of 0.968. The other models had the following mAP scores: 

YOLOv8n (0.949), YOLOv8m (0.906), YOLOv8l (0.889), and YOLOv8x 

(0.907). This demonstrates that the proposed system works effectively in 

detecting retinal detachment, resulting in highly accurate results mined 

from complex medical data sets and imaging, thereby making it an 

important tool in medicine. 
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1. Introduction 

      An important organ that is necessary for  daily 

human activities is the eye. the major sensory organ 

for vision is the eyes, which enables humans to 

interpret information and see the surroundings. The 

retina is a crucial component of the eye that is vital 

to vision. The eye is a complicated organ that 

depends on several vital components to function. 

The main structures that make up the eye are the 

cornea, iris, pupil, lens, optic nerve, and retina. The 

main job of the retina is to convert light from the 

focal length of the lens into message signals that the 

brain uses for visual recognition. Consequently, the 

retina is regarded as an important eye component for 

identifying different nearby objects[1]. All ages are 

increasingly experiencing retinal-based disorders, 

which impair vision clarity by causing fuzzy images 

and even total blindness[2]. A severe medical 

disease known as RD causes the retinal layers to 

separate from their natural position. It's a strict 

visual trouble that needs to be treated right away to 

avoid irreversible vision loss. Retinal lesions such as 

retinal bleeding and retinal holes may result from 

repeated RD[3]. RD diagnosis made early and 

accurately is essential for prompt intervention and 

improved patient results[4]. Even though most 

instances are asymptomatic in the course of the 

initial tiers of the disorder, its early detection and 

treatment can help to postpone or avoid a terrible 

evolution[5]. When a young patient provides with 

abrupt unilateral imaginative and prescient loss, 

there are numerous in all likelihood reasons, such as 

optic neuropathy or retinopathy[6]. When 

diagnosing and treating RD, medical imaging is 

necessary. RD can worsen and cause a substantial 

loss of vision if treatment is not received. The 

likelihood of irreversible vision damage increases 

with the time the retina is detached. Classifying 

retinal diseases poses a serious challenge to 

Computer-Aided Diagnosis (CAD) in the medical 

field. RD is the term used to describe the division of 

the Neurosensory Retina (NSR) from the underlying 

retinal pigment epithelium (RPE). When the 

adhesion forces between the RPE and NSR are too 

great, an RD happens. This can happen through a 

variety of mechanisms. Irrespective of the 

mechanism involved, all forms of RD share a 

common characteristic, namely the buildup of fluid 

beneath the retina[7]. Notably, there are several 

types of retinal detachment. depending on the degree 

of the detachment or the causes Diabetic macular 

edema (DME) is characterized by the presence of 

retinal thickening resulting from the buildup of 

intraretinal fluid, Most of patients got blindness 

because of diabetic retinopathy (DR)[8], 

predominantly within the inner and outer plexiform 

layers, One element of the exudative Age-related 

Macular Degeneration is Choroidal 

Neovascularization (CNV), characterized by the 

atypical development of blood vessels originating 

from the choroidal vasculature and extending into 

the neurosensory retina by traversing the Bruch's 

membrane and DRUSEN which are small yellow 

deposits of fatty proteins (lipids) that accumulate 

under the retina. Typically, there are 12 instances of 

RD consistent with 100,000 human beings every 

year[9]. Numerous imaging modalities, including 

fundus photography, B-scan ultrasonography, and 

OCT offer comprehensive details on the retinal 

structure and assist medical professionals in 

determining the kind and degree of RD. Optical 

coherence tomography angiography (OCT-A) gives 

excessive-decision images of retinal anatomy and 

microvasculature trough some modalities permitting 

signal penetration to the choroid[10]. The OCT 

imaging method is similar to ultrasound imaging, 

although it differs slightly in terms of detection. 

OCT imaging uses light waves as opposed to sound 

waves, which record the ultrasound image[11]. The 

training dataset, which was made up of OCT images, 

was acquired between July 1, 2013, and March 1, 

2017, from the following sources: Beijing Tongren 

Eye Center, Medical Center Ophthalmology 

Associates, the Shiley Eye Institute of the University 

of California San Diego, Shanghai First People's 

Hospital, and California Retinal Research 

Foundation[12]. The advent of artificial intelligence 

(AI) has remarkable promise for tackling many 

diagnostic and healing demanding situations in 

medicine[13]. Modern medicine is built on signs that 

can not be observed by doctors but that can be 

identified through the application of Deep Learning 

(DL) and big data approaches, technology of this 

kind can analyze and comprehend a far greater 

amount of data than any human could, researchers in 

the medical and healthcare fields are becoming more 

and more interested in DL since it can improve the 

accuracy of medical applications by utilizing 

medical data[14]. Within pc vision, the YOLO series 

of algorithms has gained considerable 

popularity[15]. Within the quickly developing field 

of computer vision, two technologies RoboFlow and 

YOLOv8 have become essential for developing 

effective and precise object detection systems. 

Roboflow is an online computer vision platform that 

makes it possible for users to produce robust and 

rapid computer vision models[16]. Much less effort 

and time might be required with automated analysis 

and prognosis[17]. 

 

2. Related Work   

In 2019, Feng Li et al[18] Images of OCT were 

automatically analyzed to detect DRUSEN, 

NORMAL, Diabetic Macular Edema (DME), and 

choroidal neovascularization (CNV). The ensemble 

of four classification model instances was employed 

by the proposed classification algorithm to discern 

retinal OCT images. Each classification model 
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instance was constructed using an enhanced 

Residual Neural Network (ResNet50). The 

suggested methodology attained a classification 

accuracy of 0.973, a sensitivity of 0.963, and a 

specificity of 0.985 at the B-scan level, thereby 

accomplishing a performance that matches or 

surpasses that of ophthalmologists possessing 

ubstantial clinical expertise. A total of 21,357 retinal 

OCT images were collected from 2,796 adult 

patients between 2014 and 2019. 
In 2020, Timo Kepp et al[19] applied the CNN for 

accurate segmentation of the total retina and 

Pigment Epithelial Detachment (PED). The U-Net 

architecture, a popular CNN architecture in 

biomedical image analysis, was used as the basis for 

the CNN. The dataset used in the study consists of 

image data acquired from a group of 51 patients 

using the OCT system. Each patient had both eyes 

scanned, resulting in a doubled number of image 

data. The U-Net approach achieved high accuracy in 

segmenting the total retina, with a Dice Similarity 

Coefficient (DSC) of 0.939. However, the 

segmentation of PEDs proved to be more 

challenging, with a DSC of 0.593. The 

Convolutional Denoising Auto Encoder (CDAE) 

refinement improved the segmentation results, with 

minimal deviations for both retina and PED. The 

quantitative evaluation indicated that the retina was 

segmented with high accuracy. 

In 2021, Wang et al[20]. proposeded the OCT-

DeepLab model for segmenting macular edema in 

OCT images. This model utilizes the DeepLab 

framework with atrous spatial pyramid pooling 

(ASPP) for detecting capabilities and a totally 

related conditional random area for refining 

obstacles. Compared to conventional and different 

techniques, OCT-DeepLab showed advanced 

overall performance in precision, sensitivity and 

specificity. The version became examined on a 

dataset of OCT photos with macular edema and 

carried out a median AUC of 0.963. This have a look 

at demonstrates OCT-DeepLab's potential to assist 

ophthalmologists by using supplying correct and 

green segmentation of macular edema. 

In 2021, Hassan et al[1]. presented a framework that 

uses pre-trained network architectures (AlexNet, 

ResNet-18, and GoogleNet) for classification to 

automatically diagnose Central Serous Retinopathy 

(CSR) from OCT images. It included a 

preprocessing phase to enhance and filter OCT 

images and evaluate the performance of multiple 

pre-trained networks. The dataset used in the paper 

was the Optical Coherence Tomography Image 

Database (OCTID), which comprises a total of 309 

samples, including 102 OCT images of Central 

Serous Retinopathy (CSR) and 207 images of 

normal subjects. Approximately 70% of the dataset 

was used for training, and the remaining 30% was 

used for validation. The accuracy obtained as a 

result of each AlexNet, ResNet18, and GoogleNet is 

99.64%, 98.19%, and 96.39% respectively. 

In 2023, Raluca Brehar et al[21] proposed a hybrid 

method to find unique biomarkers for age-related 

macular degeneration (AMD) that blends feature-

based image classification with deep learning-based 

retinal layer segmentation. The AROI dataset, which 

comprises 1,136 pictures from 24 patients with 

annotations for biomarkers and retinal layers in 

patients with AMD symptoms, is the dataset that 

was employed. The paper focused on the 

segmentation of biomarkers for AMD from retinal 

OCT images which are capable of accurately 

detecting the different layers of the retina and any 

fluids that may appear in the image. A classification 

method based on features was employed in cases 

where the flu-ids are difficult to identify. This 

approach combines textural characteristics with 

machine learning, resulting in a 90% accurate 

classification between the fluids and the retinal 

layers in which they are located. 

3. YOLOv8 Network Architecture 

      YOLO is a network for recognizing target 

objects. that is renowned for its blazingly quick 

computing performance and small model size, the 

simple design of YOLO's neural network enables it 

to accurately anticipate an object's position and 

category inside bounding boxes[22]. Ultralytics, the 

same company that created YOLOv5, launched 

YOLOv8 in January 2023, there were five scaled 

variants offered by YOLOv8: YOLOv8n (nano), 

YOLOv8s (small), YOLOv8m (medium), 

YOLOv8l (large), and YOLOv8x (extra-large). 

YOLOv8 is capable of performing a variety of 

vision tasks, including tracking, segmentation, pose 

estimation, object identification, and 

classification[23]. The average accuracy difference 

between YOLOv8n and YOLOv8x is sixteen.6%, 

even as YOLOv8n extensively reduces model 

complexity by means of a thing of 30[24]. The 

YOLOv8 network typically divides the image into 

fixed-size grids and uses the information from each 

grid to identify objects[25]. The input, neck, head, 

and backbone make up the YOLOv8 network, 

adaptive anchor box computation, mosaic 

augmentation, and obtaining picture data to forward 

it to the subsequent network layer are the main tasks 

performed at the input stage, the YOLOv8 network 

typically uses the information from each fixed-sized 

grid that it creates to recognise objects in the image, 

as the hub of the network, the backbone is in charge 

of converting input images into feature maps that 

incorporate both feature and object positions, In 

order to collect data from various abstraction levels 

in the image, the backbone network typically 

consists of convolutional layers, pooling layers, and 

further deep learning layers, to improve the gradient 

flow of the model and fortify the network's feature  
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Table 1. Models of YOLOv8 

 

 

 

representation. The backbone network's features are 

further extracted and integrated using the neck layer, 

The head layer serves as the network’s output 

component and is responsible for Generating object   

detection results [25]. The Path Aggregation 

Network (PANet) topology is used by the neck layer 

of YOLOv8, improving the network's capacity to 

aggregate object characteristics at different  

sizes[25]. Figure 1 below shows the architecture of 

the YOLOv8 network structure. 

Table 1 below illustrates the five models that the 

YOLOv8 algorithm has successfully created. These 

models are YOLOv8n(nano), YOLOv8s(small), 

YOLOv8m(medium), YOLOv8l(large), and 

YOLOv8x(extra-large). and they all have different 

levels of sub-module depths and widths.  

A progressive improvement in the size and precision 

of the model's detection has been made. Thorough 

assessment of various YOLOv8 models, examining 

important metrics like input size (in pixels), 

meanaverage precision (mAP) at IoU thresholds 

between 50% and 95%, CPU inference speed using 

ONNX runtime, GPU inference speed using 

TensorRT on an NVIDIA A100, model complexity 

expressed in terms of millions of parameters, and 

computational complexity expressed in terms of 

billions of floating-point operations. Together, these 

measures provide information on the effectiveness, 

efficiency, and computational needs of the YOLOv8 

models. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Proposed System 

    This work aims to present the Retinal Detachment 

Detection (RDD) system by using YOLOv8 models 

of deep learning techniques to detect and recognize 

RD types. The five YOLOv8 models (YOLOV8n, 

YOLOV8m, YOLOV8s, YOLOV8l, and OLOV8x) 

are used for this task. The evaluation results of the 

proposed RDD system are based on the training of 

RD datasets for four classes. The dataset is 

preprocessed, which involves applying 

augmentations and resizing images to speed up 

network training by utilizing Colab.  

The rating of the five models is based on their 

performance, accuracy, and speed, leading to 

selecting which is suitable for RD detection. 

Augments are different image processing methods 

that are applied to the dataset by Roboflow to 

produce different versions of the original photos. 

These modifications improve generalization, 

robustness of the model, and diversity of datasets.  

The dataset starts with 419 images and grows to 998 

images in total after augmentations. To fit into 640 

× 640 pixels, the Augmentation process. An 

annotation process entails RD image tagging. Figure 

2 below shows the proposed system with the training 

process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Model size 
(pixels) 

mAPval 

50-95 

Speed 
CPU ONNX 

(ms) 

Speed 
A100 TensorRT 

(ms) 

params 
(M) 

FLOPs 
(B) 

YOLOv8n 640 37.3 80.4 0.99 3.2 8.7 

YOLOv8s 640 44.9 128.4 1.20 11.2 28.6 

YOLOv8m 640 50.2 234.7 1.83 25.9 78.9 

YOLOv8l 640 52.9 375.2 2.39 43.7 165.2 

YOLOv8x 640 53.9 479.1 3.53 68.2 257.8 

 Figure 1. YOLOv8 network structure diagram [14] 



Younis B. Younis /NTU Journal of Engineering and Technology (2025) 4 (1) : 10-23 

 

14 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Dataset 
 

     The dataset utilized in this work, which includes 

419 images for four classes (CNV, DME, DRUSEN, 

and NORMAL), was downloaded from Shiley Eye  

Institute of the University of California San Diego, 

the California Retinal Research Foundation, 

Medical Center Ophthalmology Associates, the 

Shanghai First People’s Hospital, and Beijing 

Tongren Eye Center[12]. As seen in Figure 3 

samples for four classes of the RD dataset. the image 

was resized. Random rotation between a -15 to +15 

degree range was part of the image Augmentation 

process. An annotation process entails RD image 

tagging. Figure 3 below presents examples of RD 

used in the dataset. 

Roboflow provides a splitting dataset into three 

sections: training, validation, and testing. The 

splitting percentages for the dataset are as follows. 

87% were utilized for training, 8% for validation, 

and 4% for testing, as Figure 4  below illustrates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Training YOLOv8 models 

    This section describes the outcomes of the 

training process for five YOLOV8 models 

(YOLOV8n, YOLOV8m, YOLOV8s, YOLOV8l, 

and YOLOV8x) in the Google Colab training 

environment with an epoch of 100 and a batch size 

of 16 of each training process. The performance of 

various models will be compared to determine 

which produces the best outcomes. In fine-tuning, 

hyperparameters are adjusted in custom datasets as 

follows: 

• Optimizer: SGD 

• Learning rate: 0.01 

• Batch size: 16 

• Epochs=100 

To improve the performance of the YOLOv8 model, 

a thorough fine-tuning procedure was carried out, 

with particular attention to data distribution for 

training, validation, and testing. Throughout this 

process, the percentage composition of the dataset 

allocated to each phase was purposefully changed. 

The data distribution was carefully experimented 

with and modified repeatedly to maximize the 

model's capacity for generalization and improve its 

forecast accuracy.  

 

 

 

 

 

 

 

 

 

Figure 2. Block diagram of the proposed RDD system 

system  

(a) (b) 

(d) 

 

(c) 

Figure 3. Samples for four classes of the RD dataset.              

(a) Choroidal neovascularisation (CNV), (b) Diabetic 
macular edema (DME), (c) DRUSEN and (d) Normal case 

 

Figure 4. Splitting Percentages for the Dataset 
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Use a single command to install all dependencies 

and needs for YOLOv8 models (! pip install 

ultralytics==8.0.20). Models need to be connected to 

a T4 GPU  inside Google Colab  before training, as 

illustrated in Figure 5 below 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. Choosing the Access to GPU 

 

Access to GPU or not, as shown in Figure 6 below, 

by using the following command on Google Colab 

(! nvidia-sm).  

 

 
Figure 6. Show the Access to GPU 

 

Execute the subsequent instruction, by running the 

the code  

(!yolo task=detect mode=train model=yolov8s.pt 

data={dataset. location}/ 

data.yaml epochs=100 imgsz=640 plots=True), to 

select one of the expanded models. The formula for 

train mode is  

mode = train.  

Task = detect  

model = the detection model, and  

epochs = the number of epochs used to train the 

model is how detection is expressed. After 

downloading the model and image, it will forecast 

the corresponding image. Once the training process 

is finished, the train folder has several files, 

including charts, the Confusion Matrix, the 

precision-recall curve, weights, and so on. By right-

clicking on the best file and selecting download, as 

illustrated in Figure 7, you can save the weights of 

the trained model in a file format with the pt 

extension.  

 

 
 

Figure 7. Storing the Trained Model's Weights in 

Storage 
 

 

7. Results and Discussion 
 

       This section illustrates the results and testing 

results of the five models of YOLOv8 separately. 

The results are shown for each model independently, 

along with a comparison table comparing all of the 

models and a relationship chart showing the 

relationship between precision and recall curve and 

confidence and precision. Using all five of the 

YOLOv8 models YOLOv8n, YOLOv8m, 

YOLOv8s, YOLOv8l, and YOLOv8x comprising 

the four classes (CNV, DME, DRUSEN, and 

NORMAL) were trained.  Achieving high precision 

and recall during YOLOv8 model training is crucial 

for the overall performance of the model. For every 

class, the Average Precision (AP) is obtainedRecall 

measures the proportion of actual positive instances 

that are correctly identified by a model among all the 

positive instances. The AP is then averaged over 

multiple courses to determine the mAP. Precision is 

defined as the ratio of correctly classified positive 

replies (true positives) to the total number of 

incorrectly classified but positively labelled replies 

(false positives)[27]. For the validation process, the 

impact of the number of epochs on mAP@0.5 and 

mAP@0.5_0.95 is significant. The training results 

for the YOLOV8 models demonstrate a consistent 

decline in the overall loss value of the validation 

processes. Figure 7 shows the Losses of Training 

and Validation following each training session. The 

x-axis represents the epoch number, while the y-axis 

indicates box_loss, obj_loss, and cls_loss, 

respectively. The terms train/box_loss and 

val/box_loss refer to bounding box loss in training 

and validation procedures. Reducing bounding box 

loss results in more accurate results. Train/obj_loss 

and val/obj_loss represent the average losses for 

object detection in training and validation runs, 

respectively, and lower loss targets lead to more 

accurate detection. Train/cls_loss and val/cls_loss 
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indicate the average classification loss during 

training or validation procedures, and a smaller 

classification loss results in a more accurate 

classification. for the other evaluation metrics 

(mAP-50,mAP-95, and precision) the x-axis 

represents the number of epochs while the y-axis is 

the mean average precision-50, Recall, and 

precision, as shown in figure 8 below. 

 

 
Figure 8. Metrics' outcomes in the YOLOv8 models' 

training process (a) mAP50, (b) Precision, and (c) Recall 

 

7.1 Training result of YOLOv8s 
 

      Achieving high precision and recall during 

YOLOv8 model training is crucial for the overall 

performance of the model. The superior 

performance of the YOLOV8s model on training 

data is compared to other YOLOV8 models, such as 

YOLOV8l, YOLOV8m, YOLOV8n, and 

YOLOV8x. After 100 epochs, the YOLOv8s model 

produces a recall of 0.97, a mAP50 of 0.985, 

precision of 0.968. Figure 9 below shows the results 

of metrics in the training progress of retinal 

detachment detection. The most important 

assessment metric is mAP50, which gauges the 

model's precision in object detection and 

localization inside an image as opposed to its 

categorization performance. After determining the 

average precision for each class, it computes the 

mean across all classes. The mAP50 value of 

YOLOv8s was 0.985, suggesting enhanced object 

detection throughout the dataset studied. 
 

 
 
 

Figure 9. Metrics' outcomes in the YOLOv8s model's 

training process  (a) mAP50, (b) Precision, and (c) Recall  
 

Smaller loss targets which begin with a large value 

and go smaller and smaller achieve more accurate 

detection. The lowest amount of losses was achieved  

by YOLOv8s in contrast to other YOLOv8 models, 

this is seen in Figure 10 below. 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10. The losses of training and validation 

                  results of YOLOv8s 

 

 

 

 

 

(c) 

(a) (b) 

(a) 

(c) 

(b) 
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7.2 Training result of YOLOv8n 
 

After 100 epochs, the YOLOv8n model achieves a 

precision score of 0.949, a recall score of 0.963, and 

a mean Average Precision at 50% intersection over 

union (mAP50) of 0.977 for detecting retinal 

detachment. Figure 11 illustrates the training 

progress and the corresponding metrics. 

 
Figure 11. Metrics' outcomes in the YOLOv8n model's 

training process  (a) mAP50, (b) Precision, and (c) Recall 

 

The results of losses in training and validation 

progress for YOLOv8n are shown in Figure 12 

below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 12. YOLOv8n’s Results of losses in training  and 

validation progress 
 

 

 

7.3 Training result of YOLOv8m 
 

      After 100 epochs, the YOLOv8m model 

produces a precision of 0.906, recall of 0.975, and 

mAP50 of 0.974. The metrics used in the training 

process of retinal detachment detection are 

displayed in Figure 13 below. 
 

 
 
Figure 13. Metrics' outcomes in the YOLOv8m model's 

training process (a) mAP50, (b) Precision, and (c) Recall 

 

Results of losses in training and validation progress 

for YOLOv8m are shown in Figure 14 below. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14. YOLOv8m’s Results of losses in              
training and validation progress 

 

 

 

(a) 

(c) 

(b) 

(a) (b) 

(c) 
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7.4 Training result of YOLOv8l 
 

     YOLOv8l model yields a precision of 0.889, 

recall of 0.892, and mAP50 of 0.934 after 100 

epochs. Figure 15 below shows the results of metrics 

in the training progress of retinal detachment 

detection. 

 
Figure 15. Metrics' outcomes in the YOLOv8l model's 

training process (a) mAP50, (b) Precision, and (c) Recall 

 

The results of losses in training and validation 

progress for YOLOv8l are shown in Figure 16 

below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 16. YOLOv8l’s Results of losses in training and 

validation progress 
 

 

7.5 Training result of YOLOv8x 
 

       YOLOv8x model yields a precision of 0.907, 

recall of 0.916, and mAP50 of 0.947 after 100 

epochs. Figure 17 below shows the results of metrics 

in the training progress of retinal detachment 

detection. 

 

 
Figure 17. Metrics' outcomes in the YOLOv8x model's 

training process (a) mAP50, (b) Precision, and (c) Recall 

 

The results of losses in training and validation 

progress for YOLOv8x are shown in Figure 18 

below. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 18. YOLOv8x’s Results of losses in training  

                  and validation progress 

 
 

7.6  Comparison of YOLOv8 models' 

performance evaluation for RDD system 
 

      The training executed to other models with the 

same hyperparameter to additional YOLOv8 models  

(a) 

(c) 

(b) 

(a) (b) 

(c) 
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(YOLOv8n, YOLOv8m, YOLOv8l, YOLOv8s, and 

YOLOv8x) to see which model performs better 

based on assessment metrics like mAP50, Recall,  

and Precision. the YOLOV8s model performs better 

on training data than the YOLOV8l, YOLOV8m, 

YOLOV8n, and YOLOV8x models. After 100 

epochs, the YOLOV8s model produces results with 

a precision of 0.968, recall of 0.97, and mAP50 of 

0.985. The comparison of the results of five  

YOLOV8 models is summarised in Table2. 

 

7.7 Testing results 
 

    In this study, we evaluated the performance of 

YOLOv8 models in retinal detachment disease 

models. Models tested include YOLOv8s, 

YOLOv8n, YOLOv8m, YOLOv8l and YOLOv8x. 

Each model was evaluated for its ability to 

accurately recognize and classify images in 

NORMAL, DME, DRUSEN, and CNV classes. 

Below, we provide an assessment of the 

performance of each model, highlighting their 

strengths and weaknesses. 
 

 7.7.1 YOLOv8s testing result 

 
    The YOLOv8s model demonstrated the highest 

detection accuracy among the tested models. It 

effectively identified retinal detachment disease 

images with a high degree of confidence, making it 

the most efficacious model in this study, see Figure 

18 for YOLOv8s results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7.7.2 YOLOv8n testing result 

 
   The YOLOv8n model showed strong detection 

abilties. While its overall performance changed into 

slightly decrease than YOLOv8s, it turned into still 

powerful in detecting retinal detachment diseases 

,see Figure19 for YOLOv8n result 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Model Precision Recall mAP50 

YOLOv8s     0.968 0.97 0.985 

YOLOv8n 0.949 0.963 0.977 

YOLOv8m 0.906 0.975 0.974 

YOLOv8l 0.889 0.892 0.934 

YOLOv8x 0.907 0.916 0.947 

Table 2. Performance comparison of the RDD system 

              with five models of YOLOv8 

Figure 19. YOLOv8s Testing results in the bounded box with the confidence score for four 

classes of retinal detachment disease detection (Normal, DME, DRUSEN, and CNV) 
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7.7.3 YOLOv8m testing result 

 
   The YOLOv8m version exhibited true detection 

accuracy. Its overall performance became akin to 

YOLOv8n, although it did now not outperform the 

YOLOv8s version, see Figure 20 for YOLOv8m 

outcomes. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7.7.4 YOLOv8l testing result 

 
The YOLOv8l model accomplished reasonably 

well. It confirmed affordable detection accuracy but 

did not suit the overall performance of the 

YOLOv8s, YOLOv8n, and YOLOv8m fashions, see 

Figure 21 for YOLOv8l result. 

Figure 20. YOLOv8n Testing results in the bounded box with the confidence score for four 

classes of retinal detachment disease detection (Normal, DME, DRUSEN, and CNV) 

Figure 20. YOLOv8m Testing results in the bounded box with the confidence score for four 

classes of retinal detachment disease detection (Normal, DME, DRUSEN, and CNV) 

Figure 21. YOLOv8l Testing results in the bounded box with the confidence score for four 

classes of retinal detachment disease detection (Normal, DME, DRUSEN, and CNV) 
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7.7.5 YOLOv8x testing result 
   The YOLOv8x model had sturdy detection 

abilities. While its performance was stable, it did not 

gain the equal stage of accuracy as the YOLOv8s 

model, see Figure 22 for YOLOv8x outcomes. 
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8. Conclusion 
 

    In conclusion, the proposed RDD system for 

retinal detachment disease detection, covering 

NORMAL, DME, DRUSEN, and CNV classes, is 

based on the YOLOv8 algorithm, marking the first 

use of YOLOv8 for this purpose. Various YOLOv8 

models—YOLOv8n, YOLOv8s, YOLOv8m, 

YOLOv8l, and YOLOv8x—were trained and 

compared. Among these, the YOLOv8s model 

achieved the best performance with a precision of 

0.968, recall of 0.97, and mAP50 of 0.985 after 100 

epochs. Precision measures the accuracy of positive 

predictions, recall assesses the model's ability to 

identify all relevant instances, and mAP50 is the 

mean Average Precision at 50% intersection over 

union, reflecting overall performance. The 

comparative study highlighted YOLOv8s as not 

only the most accurate but also the most 

computationally efficient model. This demonstrates 

the strong capability of YOLOv8s in recognizing 

retinal detachment diseases, confirming its 

suitability for medical applications and establishing 

its novelty in the field. 
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